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Machine Learning

Supervised Learning Unsupervised Learning
.6 _ ) ) Input & Output Data Input Data
Machine learning is the
- Classification - Clustering
StUdy Of CompUter - Regression - Association

algorithms that allow
computer programs to

through experience. MOGEIS Discovery

~ Tom Mitchell,
Machine Learning, McGraw Hill, 1997

Unsupervised
Carnegie Mellon University

Machine Learning /[ Learning [
[ Machine 1
Learnin
g9 % ﬁ{ Classification }
[ Supervised }

}:{) Clustering }

Learning

Regression }
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Machine Learning vs Traditional Programming

Traditional Programming Machine Learning

Program Data Output Data

T =
15 \

e v

- v 7

 Identify the business question you would like
to ask.
 Identify the historical input.

/ ~/ —— / | L. @ Identify the historically observed output (i.e.,

Dats St data samples for when the condition is true
| | and for when 1t’s false).

C<L

Output Program

: Late
Paid late or

Demographics

machine that can learn + Bills
from experience.

...what we want is a

Payment
Model

Alan Turing, 1947

Logi Analytics 2020
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How does Machine Learning: Cost Function

f(m,b) =

1 N
= D0 = (mx; + b))’
¥ &

Least squared error Logistic loss Hinge loss Cross-entropy

Aylw.:l.:‘ +(1 - y)logl(l
log(1 + exp(—yz)) max(0,1 - yz) L g

=
L

.

ye R

1
0]
y 1 !
| | | -. 4\‘
Y

g = ] I | 0 y= 1

Linear regression Logistic regression SVM Neural Network
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How does Machine Learning: Gradient Descent

A
Initial
| Weight
Cost i f |
| | ; =+ ~ 2 =2x%;(y; — (mx; + b))
| Incremental v f (m, h) - df - 1
| Step \ db ¥ 2 ~20n = (mx; + b))
/ 7 6=6-a* V(@)
e‘( — Minimum Cost
Derivative of Cost ™=
where
>
Weight + a is the learning rate

» VJ(0) is the gradient of the cost function with respect to 6.
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How does Machine Learning: Gradient Descent

Error = 370.77 15 : m = -8.00 b =-8.00 . | l

10} -

=2.0 =15 -1.0 =0.5 0.0 0.5 1.0 15 2.0
X

hg (X) =mx+b J(0) = %Z(hﬂ(xm) _y{i))z

http://alykhantejani.github.io
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Machine Learning Algorithms

Three major classes of Supervised Learning Unsupervised Learning
Supervised Learning algorithms Input & Output Data e

- Classification - Clustering
o Linear Models - Regression - Association

« Tree Learning Models

Predictions & Predictive Pattern / Structure
* Neural Network Models Models Discovery

I Decision Node ‘
: ¥ ) 3 v . . . . .
Sub-Tree — :|' ¥ e
’ Decision Node ‘ ‘ Decision Node ’ e y ’
s — | — » 4 K . .
—L— ¢ @< : : :
Leaf Node ' Decision Node Leaf Node Leaf Node E ’ . SR
\ 1 .
Leaf Node Leaf Node Inpist Lagar Hiddan Layars Cutput Layer
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* Machine Learning in General

 Decision Tree
e Classification tree
* Regression tree

* Ensemble Methods
» Bagging: Random Forest
* Boosting: XGBoost
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Decision Tree Components

l

’Internal Node’

|  Sub-Tree

\ Root Node ’
IF  ELSE
Internal Node‘
IF ELSE |
v IF
{ " \
Leaf Node Internal Node Leaf Node
v IF ELSE v

Leaf Node

Leaf Node

ELSE v

Leaf Node

Root node
It refers to the start of the decision tree with
maximum split ( information Gain)

Internal Node

Node is a condition with multiple outcomes
In the tree.

Leaf Node

This is the final decision(end point) of a
node from the condition(question)
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Decision Tree

Age
youth
youth

middle aged
Senior
Senior
Senior
middle aged
youth
youth
Senior
youth
middle aged
middle aged
Senior

'Buys Computer?’ Decision Tree (Han, Kamber & Pei, 2011)

Income
high
high
high

medium
low
low
low

medium
low
medium
medium
medium
high

medium

no
no
no
no
VEs
VEs
VEs
no
VEs
VEs
VEs
no
VEs
no

fair
excellent
fair
fair
fair
excellent
excellent
fair
fair
fair
excellent
excellent
fair
excellent

Student CreditRating BuyComputer

no
no
VEs
VEs
VEs
no
VEs
no
VEs
VEs
VEs
VEs
VEs
no

>
()
D

9 S,
ﬂ@'& S e,
Student €  CreditRating
Qe '}0& yeS %
\‘ 00/
@ %,
no yes no yes
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Node Selection of Decision Tree: Entropy—Based Measure

A Mathematical Theory of Communication

By C. E. SHANNON

9. THE FUNDAMENTAL THEOREM FOR A NOISELESS CHANNEL

We will now justify our interpretation of /1 as the rate of generating information by proving that /7 deter-
mines the channel capacity required with most efficient coding.

Theorem 9: Let a source have entropy H | bits per symbol) and a channel have a capacity C (bits per
second). Thea it is possible to encode the output of the source in such a way as to transmit at the average
e :—I « symbols per secand over the channel where ¢ is arbitrarily small. It is pot possible fo transmit at

C
an average rate greater than W

Claude Shannon, 1948

m
H(X) = —Z_ 1pjlogpj
]=

Low Entropy
P(nN=1
P(g) =0

v

Low Uncertainty

Medium Entropy
P(r) =0.75
P(g) =0.25

060

Medium Uncertainty
- 0.751090.75 -0.25log 0.25=0.81 -0.510g0.5-0.510g0.5=1

®e000

High Entropy
P(r)=0.5
P(g) =0.5

®600

High Uncertainty

00

-1logl=0
1.0 L
el -
“ v'e
0 i >
0 0,5 1.0
Pr(X =1)

GAINSF',” - Enrropy(p) = (i Z Enf}‘()py(l))
i=1 n
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Node Selection of Decision Tree: Information Gain

Entropy 1(X)

m
10 = =) pjlog;
Jj=1

Entropy for a Partition

I(X | PetalLengthleft)

~(Sgtog

l

koS,
I(X,Y) = _Z-=1§*H(Xi)

Information Gain

Iris Versicolor

GA ]N:pm = Entropy(p) — (Z % Entropy(i ))
i=1 n

40
2 g0

I(X) =— (% log

40 40\ _
+%log )—1

2 80

Iris Versicolor Iris Setosa

Petal Length <= 2.45

—

I(X | PetalLengthright)

5 5 35 35
~ (5109255 + 55 logz 5

)=054

Iris Setosa Iris Setosa

Iris Versicolor

40 40
IG—1—%*O.54—% * 0.54 =0.46
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Evaluate Classification Tree

Actual class

Cat Dog
Predicted | o1 | ° 2 Predicted
class

g 3 3

true positive (TP)
eqv. with hit
true negative (TN)
eqv. with correct rejection
false positive (FP)
eqv. with false alarm, Type | error
false negative (FN)
eqv. with miss, Type |l error

Precision (Positive Predictive Value: PPV)

Actual class

TP
P N e
TP | FP P "
Sensitivity, Recall, or True Positive Rate (TPR)
FMN TN TP TP
PR =5 = 15 7N
Accuracy (ACC)
ACC — TP + TN TP + TN

P+N TP+ TN+ FP+FN

F1 Score: the harmonic mean of precision and sensitivity

p _o. PPV-TPR _ 2TP
' “"PPV+TPR 2TP + FP + FN

wikipedia

8/19/24

Xia Song 12



Decision Tree: Regression

cyl hp mpg | 6 8
6 110 21 —
[ 110 21 Cy 1
4 93 22,8 \Jes no
6 110 214
8 175 18.7
6 105 18.1
8 245 14.3 hp >: 192 27
4 62 244
a 95 228 ﬂes no eyl hp mpg
: :i; :3; 4 a3 228
8 180 16.4 18 4 62 244
] 180 17.3 13 4 s 22.8
B 180 15.2 cvl h p mpg 4 66 24
d| h N
8 205 10.4 Cy p mpg 6 105 18.1 4 52 304
: i ; ; :3.: B 205 10.4 & 110 21 4 63 339
4 66 14 8 213 10.4 6 110 21 4 97 215
4 52 30:4 B 230 14.7 G 110 214 4 66 273
4 65 339 B 245 14.3 6 123 19.2 4 91 26
4 a7 21.5 8 245 13.3 6 123 178 4 113 0.4
: :;g :;; i 264 15.5 R 150 15.5 4 109 214
: ] 335 15
8 245 133 14 B 150 15.2 26.7
8 175 19.2 : [ 175 19.7
4 6 273 ) 175 18.7
4 91 26 8 175 19.2
: ;',_:; f';: q 180 16.4
6 175 19.7 3 180 17.3
] 335 15 B 180 15.2
4 109 214 18.3
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Evaluate Regression Tree

M d MSE = — ) ¢}
. ean squared error - ; e;
1 n
Root mean squared error RMSE =, | — Z e?
Y 0 A
=1
1 T
Mean absolute error MAE = — Z e
L t=1
| T T 1 > 100% < | e
| | Mean absolute percentage error MAPE = ° Z =
X no = 1Yt
Stackexchange
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Decision Tree

Decision Trees are simple to understand and interpret, easy to use, versatile, and powerful
« Can generate understandable rules
 Perform classification without much computation
 Can handle continuous and categorical variables

* Provide a clear indication of which fields are most important for prediction or classification

However, they do have a few limitations

« May make a complex tree with maximum depth
« Unstable as small variation in input data may result in completely different tree to get
generated.

« Asitisagreedy algorithm , may not find globally best tree for a data set .

8/19/24 Xia Song 15



Decision Tree: Shortcomings

Decision Tree Overfit
Overfit

L -
[ ] "' '
@ @7
oo
R p @
' *
[

v 9

Output variable
L

Predictor variable

Decision Tree Unstable

Decision tree is unstable because training a tree
with a slightly different sub-sample caused the
structure of the tree to change drastically.

05 ---

error

M Training Error
M Test Error

é # parameters (model complexity)

ground truth
RT d=1

RT d=3

RT d=20
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Machine Learning Evaluation

. Training Data : M Training Error
Training Labels : M Test Error
Data 0,5 ---1---%------- R L
Labels error :
Test Data ,
Test Labels E
é # parameters (model complexity)

Underfit Overfit

. o Optimal

I Q N
o o 0% = PR o
e R L™ -8
c ® 0.0 o e e T, .
"‘G ® ,,’ .. I H | » » s E .-_a‘i-”‘
2 LY X Z eo® ' 'r?s e - o
o Tt o *5 .0 L ] — ‘9 [ ] +
3 ’ = 'Y 7
ol e . 21| @ .- © : LN
= o N > e ‘-
= ™ =3 I = 2@ °"
O| ¢” Ol » = ; .

! 9 .8' k
. =] S @
i ; Ol »
Predictor variable Predictor variable g

Large - Sma“ Predictor variable
1 i i 1 = . )
J(6) = EZ(% (x®) -y @Y’ J(0) = EZU‘@ (x®) = yOY?
=1 i—1




Variance vs Bias

Measured Value

4

b¥ P
|3 Residual {

T ole e [ala Lale | ls [als [l [alz [ ss

() Low bias, low varance. (b) High bias, low variance.

L]
]
(a) Bias and variance, (b} Mean-squared ermor.

() Low bias, high variance, (d) High bias, high variance.
« The bias is how far the points are from the center of the target on average
« The variance is a measure of how far the points are to the centroid of the points on average Shayan Doroudi, 2020
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Ensemble Methods

The principle behind ensembles is the idea of “wisdom of the crowd”. The collective predictions of many diverse
models is better than any set of predictions made by a single model.

In ensemble learning theory, we call weak learners (base models) that can be used as building blocks for designing
more complex models by combining several of them.

Weak Learner

High Variance
Low degree of freedom models

Combining weak learners is to
try reducing variance

Strong Learner

8/19/24

Weak Learner

High Bias
High degree of freedom models

Combining weak learners is to
try reducing bias

Strong Learner

Xia Song 20



Ensemble Methods

Bagging

Ensemble Learning

Combing homogenous weak learners, learns them
independently from each other in parallel and
combines them following some kind of deterministic

averaging process
Homogenous Heterogeneous

Ensemble Ensemble

Boosting

Combing homogenous weak learners, learns them in Bagging Boosting Stacking
a very additive way (a base model depends on the
previous ones) and combines them following a
deterministic strategy

8/19/24 Xia Song 21



Ensemble Learning

" Logisti SVM Rand
Assumll?]tlond_ ‘ i babili Regg:s'icon Classifier Fores?r(lllggnsifier Other...
»  Each predictor makes error with probability p % 3 30 | fiverss
« The predictors are independent o o tiry predictors

Mayjority voting of n predictors

» k predictors make an error / T-‘z‘o'g:}e /
.k n—k -
(k) p (1 T p) :f/?\, Ensemble’ls prediction
o ./ (e.g., majority vote)
« Majority makes an error

z (Z) pk(l . p)n_k fz :jfT\_‘_;. 2 E\ Predictions
k>n/2
 Withn=5, p=0.2, majority error (3) o

Error = 0.2*0.2*0.2*(1-0.2)*(1-0.2) f}g {:?G

= 0.0051 < 0.01 /
D:’ New instance

n — 20, p — 0.2, errOr — 2.7 * 10_9 Aurélien Géron, 2019

Diverse
predictors
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Bootstrap + Aggregating  ENsemble Methods: Bagging

Boo‘ts‘trapping As,gre,ga'ting
Model 1

Subse,'t 1 9
Or“isin al
Training Data /
o %
(-] nodel ¥
o~ ©
Op 0 ) suset v —> pgb
® R

A large number of independent weak models are combined to learn the same task with the same goal. Each weak learner is

trained on a random subsample of data sampled with replacement (bootstrapping, and then the models’ predictions are
aggregated).

Bagging

Bagging can be applied to both classification and regression problems. For regression problems, the final predictions will be an
average (soft voting) of the predictions from base estimators. For classification problems, the final predictions will be the
majority vote (hard voting)

8/19/24 Xia Song 23



Tree-based Ensemble Learning: Bagging

When sampling is performed with replacement, this
method called bagging (bootstrap aggregation).

A bootstrap sample Is chosen at random with replacement
from the data. Some observations end up in the bootstrap - e I
sample more than once, while others are not Included (“out ﬁﬁ? \%J’ %0 @3

Predictors
(e.g., classifiers)

of bag”) i e
When sampling is performed without replacement, it /I:/ /I:/ /L/ /L/
IS called pasting. S Teplaco et = paoRifar)
Bagging reduces the variance of the base learner but / Iﬂ, / framing ¢

has limit effect on the bias

It is most effective if we use strong base learner that
have very little bias but high variance. E.g. tree.

Leo Breiman, 1996
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Random Forest

Grow a forest of many trees (scikit learn default

= 100)

Grow each tree on an independent bootstrap

sample from the training data. L ) N Py 5
At each node: %’ ‘%’J I\{_g” , @
« Select m variables at random out of all M Training

ibl lables (independently f h [l 02 st
ﬁgzzl) e variables (independently for eac v i /L./ /&/

* Find the best split on the selected m Rafidom sanpling

(with replacement = bootstrap)

Predictors
(e.g., classifiers)

variables.
Growth the trees to maximum depth / L35 / Training set
\ote/average the trees to get predictions for ne\.
data

Sample N cases at random with replacement

Leo Breiman, 1996
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Random Forest

Advantages Explanation

Ability to learn non-linear decision boundary It can model complex, non-linear relationships between features and the target variable.

High Accuracy It reduces overfitting problem in decision trees and helps to improve the accuracy

It can handle a wide variety of data types including numeric and categorical data. It can handle
Flexible and robust outliers and missing values, and does not require feature scaling as it uses rule based approach
instead of distance calculation.

Feature importance Random forest provides information about the importance of each feature in the data.

Scalability It can handle large datasets with high dimensionality.

Trees can be created in parallel, since there is no dependence between iterations. Which can

Parallel processing speed up the training time.
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Ensemble Methods: Boosting

Boosting

The first boosting algorithm is AdaBoost which
Is created by Freund & Shapire in 1996.

Relies on weak learners which only need to
generate a hypothesis with a training accuracy
greater than 0.5.

Examples are given weights. At each iteration,
a new hypothesis is learned and the example
are reweighted to focus the system on
examples that the most recently learned
classifier got wrong.

On maxl
"l—r‘ounm? Data

.f"'

We,nﬁh‘te_cl Data

—

Wejrjh'te,o[ Data

COPPe.c‘tl . ‘
Model 1 ClQSSPecl Misclassified
O 00
00
Correctly
Model 2 Class‘P‘ecj Misclassified
oRe
Correctly
Mode! N C|o~ssl{—“e ! Misclassified

J/

hS

MCOR
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XGBoost

eXtreme Gradient Boost
nitial Guess

A New Model to

Predict Those

l Errors
Calculate the /

Errors Based on Add Previous

the Previous
) Model to the
Model (Residual)

Ensemble

8/19/24 Xia Song



XGBoost

« Training Loss: it is nothing but the difference between actual and predicted values, and
It Is used to measure how well model fit on training data.

* Regularization: measures complexity of trees.

L(#) =D 10 v:) + D Qfi)

Trade off:
« Optimizing training Loss tend to create more complicated models.

« Optimizing regularization tends to generalize simpler models.

8/19/24 Xia Song
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XGBoost

Y t Ve = Proq + N0 (X
obj=21(yi,3’fi(t))+ZQ(ﬁ) yt yt 10 t(i)

i=1 v v v
: : : Current Previous New
v v v
Obj Model = Training Loss + Regularization Model Model Model
| ;
0bj© = 3 (10,9571 + fra () + O£
Additive Boosting =1
g _ Taylor Approximation
ey /\ flx+Ax) = f(x) + f'()Ax + 5 f" (x)Ax?
+2 Q @ @ () = 1 1 2
1 +0.9 i Ob] — E[I(ylr Vi ) + gift(xi) + Ehlfl (xl))] + ‘Q(ft)
7 \ i=1
f( @ )=2+09=29 f( S g; = aytl(j}t _ yi)Z hi — a;tl(}’;t _ yi)z
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Ensemble Methods: XGBoost

Month Weight Residual  Average

2 9 -5 14 1
1 11 3 14 Regression  LOup) = 5 i —po)’*
6 16 2 14
? 20 6 14 .. .
Classification L(y;pi) = —[yilog(p;) + (1 —y)log(1 — p;)]
Tl J_
L9 =y Wy §“71) + g fulxi) + ShafE(x)] + Q)
i=1
e n
0 1 2
3 & L(y;pi) = L()’1, pl) +910yq + Ehloval
i=1 1
: : r +L(y2,03) + 920pa + = 0%,

2
0 1 2 1 2
+L(yn» pn) + gnoval + E hnoval + Eloval

1
=(@1+92+ -+ 90y + E(hl +hy + -+ hy, + )02,
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Ensemble Methods: XGBoost

XGBoost Is approximate greedy algorithm.

Month Weight Residual  Average

2 9 -5 14
4 11 -3 14
6 16 2 14
? 20 6 14
1 | Regression
1 ] 1]
| "

t

=(@1t+92++92)0pm+5 (h1 + hy + -+ hy, + )02,

d
40 G1+92++9)0,q +5 (h1 +hy++h, +2)0%,=0
val
0. . = —(g1+ 92+ -+ gn)
val —

(h1+h2+ -+ h,+ 1)
=—(i —pi)
L(yupl) = 5 pl)z
—> {n_s

Z Residuals
(Number of Residuals + 1)

Opar =

—(yi — pi)

(
L(y; pi) = —[yilog(p)) + (1 - y))log(1 — p;)] I:>{h =pix (1—py

Classification

Y Residuals

0 =
Y ZpPx (- pTeT)] + 2
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Ensemble Methods: XGBoost

| Initial Guess — =

—

Y Residuals
(Number of Residuals + 1)

Regression 0,4 =

Y. Residuals

Classification o,y =
val Z[pfrevx (1 . pfrev)] +2

Ve = Ve—1 + 1 X Oyg

(- Ry

MSE Loss Function

>
P

Learning €
Rate v-Ry
| % O
Learning € L
Rate 5
E|
Ei
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Ensemble Methods: XGBoost

XGBoost iIs sparse aware algorithm (sparsity: presence of missing data).

Month Weight Residual
2 9 -5
4 11 -3
6 16 2
? 20 6

Baby Weight by Month
22

Average

14
14
14
14

20
18
16
14

12 | |

Regression

Classification

Similarity Score =

(Y Residuals)?
Number of Residuals

(Y Residuals)?

Similarity Score =

Y.[PreP X (1 — PreP)]

Gain = LeftSimilarity + RightSimilarity _ ROOtSimilarity

8/19/24
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Ensemble Methods: XGBoost

XGBoost Is approximate greedy algorithm.

Month
2

4
6
?

Weight
9
11
16
20

Residual = Average
-5 14

-3
2 14
6

{

14

14

Each segment
is 10% of the
total area

v
‘0

* \We need to try every single threshold to get the best splitting
points for each variable.

* In order to save computing time, we could use quantiles
thresholds to make approximate splitting. The more quantiles
the model result will be more accurate, however it need more
time to calculate. By default, XGBoost have about 33
quantiles.

« Usually percentiles of a feature are used to make candidates

distributed evenly on the data.
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Ensemble Methods: XGBoost

XGBoost Is Cache Aware Access |, 1,y 1, 52 — {
12 o ! 2 l l

Classification L(yi,pi) = —[yilog(p;) + (1 —y))log(1 — p;)] |:> ‘[

CPU

Cache
Level 1

Cache
Level 2

RAM Memory

Bandwidth Increase
aseaJou| azis pue Aouale

Mass Storage
(Hard Disk, etc.)

gi=—i—pi)

' h; =1
Regression Y. Residuals l

(Number of Residuals + 1)

Oyar =
gi=—Qi—Dpi)

hi =pix (1 —p;)
Y Residuals
Y[piTx (1= pimM)] + 4

Oyar =

« XGBoost need a lot of time to calculate the Gradients and

Hessians for each new functions.

o XGBoost store the Gradient and Hessian into the Cache so that

It can rapidly calculate similarity scores and output values.
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Ensemble Methods: XGBoost

XGBoost blocks for Out-of-Core Computation

Because reading and writing data to the hard drive Is

:, : i » i super slow, XGBoost tries to minimize these actions
H - by compressing the data. Therefore, by spending a
little bit of CPU time to uncompressing the data to
S’Q"d UUUUUUUUUUUUU avoid spending a lot of time to access the hard drive.
i When there is more than one Hard Drive available for storage,
) == R shara2 XGBoost Sharding to speed up disk access.

8/19/24 Xia Song 37
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